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About the Assessment of Space Needs Project 

his report was prepared as part of the Assessment of 
Space Needs Project, conducted by the Urban Institute of 
Washington, D.C. The project began with a request from 

the U.S. Congress. In a November 13, 1997 Conference Re-
port for Public Law 105–119, Congress requested that the 
U.S. Department of Justice conduct a “national assessment 
of the supply and demand for juvenile detention space,” 
including an assessment of detention and corrections space 
needs in 10 States. In particular, Congress expressed this 
concern: 

The conferees are concerned that little data 
exists on the capacity of juvenile detention and 
corrections facilities to handle both existing 
and future needs and direct the Office of Jus-
tice Programs to conduct a national assessment 
of the supply of and demand for juvenile de-
tention space with particular emphasis on ca-
pacity requirements in New Hampshire, Missis-
sippi, Alaska, Wisconsin, California, Montana, 
West Virginia, Kentucky, Louisiana, and South 
Carolina, and to pr ovide a report to the Com-
mittees on Appr opriations of the House and the 
Senate by July 15, 1998 (U.S. House of Repr e-
sentatives 1997).  

The U.S. Department of Justice’s Office of Justice Pr o-
grams (OJJDP) responded to this request by taking two ac-
tions. The first action was to submit the required report to 
Congress in July 1998 (see DOJ 1998). The report was pre-
pared by OJJDP with assistance from the Urban Institute, the 
National Center for Juvenile Justice, the National Council on 
Crime and Delinquency, and the American University in 
Washington, D.C. 

The second action taken by OJJDP was to fund a more 
extensive investigation of the issues raised by the report as 
part of the Juvenile Accountability Incentive Block Grants 
program. The investigation, known as the Assessment of 
Space Needs in Juvenile Detention and Corrections, was 
conducted by the Program on Youth Justice within the Urban 
Institute’s Justice Policy Center. The project analyzed the 
factors that contribute to the demand for detention and 
corrections space in the states and the methods used by 
states to anticipate future demand. Products of the work 
included an Internet -based decisionmaking tool that state 
and local juvenile justice agencies may employ to forecast 
future detention and corrections populations 
(http://jf.urban.org). The Assessment of Space Needs Pro-
ject was completed in March 2002.  

The Urban Institute’s approach to conducting the As-
sessment of Space Needs Project was guided by the com-
ments and criticisms received from the project’s advisors 
and consultants:  

Advisory Committee 

• Dr. Arnold Irvin Barnett, Massachusetts Institute of Tec h-
nology  

• Dr. Donna M. Bishop, Northeastern University  

• Mr. Edward J. Loughran, Council of Juvenile Correctional 
Administrators  

• Dr. James P. Lynch, American Univ ersity  

• Dr. Samuel L. Myers Jr., University of Minnesota  

• Ms. Patricia Puritz, American Bar Association  

Consultants 

• Mr. Paul DeMuro, Independent Consultant, Montclair, 
New Jersey  

• Dr. William J. Sabol, Case Western Reserve University  

• Dr. Howard N. Snyder , National Center for Juvenile Jus-
tice  

• Mr. David J. Steinhart, Independent Consultant, Mill 
Valley, California  

 
For more information about the Assessment of Space 

Needs Project, see the web site of the Urban Institute’s Pro-
gram on Youth Justice at http://youth.urban.org or tele-
phone the Urban Institute at 202-833-7200 or OJJDP at 202-
307-5929.  
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The Role of Statistical Models in 
Planning Juvenile Corrections Capacity 

SUMMARY 

Because incarcerating young offenders is expensive, 
forecasting the future need for secure bed space is 
critical for correctional planning. The goal of this 
report is to examine, through analysis of variation 
among states in their use of juvenile incarceration, 
the utility of relying on explanatory statistical mo d-
els to inform correctional bed-space planning. The 
primary conclusion is that these models provide rela-
tively little information that policymakers can use. 
However, they can identify potential factors that 
may influence juvenile correctional capacity needs. 
Ultimately, an effective forecasting process should 
include, but not be limited to, statistical analyses 
and other types of empirical modeling. 

INTRODUCTION 

ecause building and operating juvenile 
correctional bed space is costly, policymakers 

desire forecasts that can help them anticipate future 
capacity needs. One forecasting approach consists 
of statistically modeling factors that may account 
for differential rates of juvenile incarceration. If 
these factors account for variation in juvenile in-
carceration rates, it may be possible to predict fu-
ture bed-space capacity needs. 

Conventional views suggest that juvenile 
crime drives bed-space capacity. That is, if juve-
nile crime rates increase, so, too, should juvenile 
correctional bed space. Yet, there may be a 
range of social conditions that can affect bed-
space use and demand and, in turn, pressure to 
create more capacity. For example, corrections 
officials may be influenced by prosecutorial sen-
tencing practices that increase rates of admis-
sions. When admission rates increase, there may 
be pressure to shorten sentences to avoid ex-
ceeding capacity. In addition, policymakers may 
be influenced by economic, social, or political 
considerations that are independent of changes 
in crime. 

The goal of this report is to illustrate the 
limited utility of relying on statistical models to 
explain juvenile correctional bed-space capacity. 
Data on juvenile incarceration rates are used to 
answer the question, “what characteristics of 
states are associated with higher juvenile incar-
ceration rates?” The analysis relies on cross-
sectional, state-level data and represents but one 
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approach among many to statistically modeling 
the factors that drive juvenile correctional bed-
space needs and policy. The report concludes by 
discussing some of the benefits and limitations 
of using statistical models to forecast juvenile 
correctional bed-space needs and capacity.  

MODELING STATE VARIA TIONS 
IN THE USE OF JUVENILE 
INCARCERATION 

xplanation of incarceration rates, whether 
juvenile or adult, or across space or over 

time, remains an ongoing cha llenge for re-
searchers (Greenberg and West 2001). At first 
glance, the answer seems self-evident: States 
with higher juvenile crime rates presumably 
have higher juvenile incarceration rates. But this 
view assumes that juvenile crime rates are the 
sole measure of need that policymakers use to 
determine bed space capacity. In reality, other 
factors may be linked to incarceration rates. 

A study of variation among states in the use of 
juvenile incarceration is different than one aimed at 
predicting juvenile incarceration levels within one 
state over time. The latter activity is frequently the 
approach adopted by states when they try to antic i-
pate how many new beds or facilities they should 
add or eliminate. However, the underlying goal is 
similar: In both instances, researchers attempt to 
identify factors associated with the use of incarcera-
tion that therefore might be used to predict juvenile 
correctional capacity needs. 

Relatively few studies have systematically 
examined variation in state-level juvenile incar-
ceration rates. Most research, conducted primarily 
by state planning agencies, has relied on atheo-
retical empirical strategies for estimating bed-
space needs. These strategies typically involve 
analysis of juvenile incarceration trends in a par-
ticular state . However, recent studies provide a 
foundation for attempting a state-level study, es-
pecially Greenberg and West’s (2001) and Jacobs 
and Carmichael’s (2001) respective analyses of 
state-level variation in adult incarceration rates 
and McGarrell’s (1991) study of juvenile incar-

ceration rates in public facilities between 1975 
and 1987. Review of these and other studies, as 
well as consideration of unique aspects of juve-
nile justice, suggest several hypotheses about the 
potential role of certain factors in driving state 
juvenile correctional capacity. 

Upper Age of Jurisdiction 

States use different upper age boundaries 
for defining who is or is not a “juvenile.” In 
some states, this boundary may be age 15, while 
in others it may be age 16 or 17 (Snyder and 
Sickmund 1999). In states with lower age 
boundaries, there may be lower incarceration 
rates. Why? Younger age groups typically have 
lower crime rates. In essence, therefore, the age 
boundary may serve as a proxy measure of lev-
els of juvenile crime. For example, 17-year-olds 
on average commit more crime than youths who 
are 16 and under, which may generate higher 
aggregate confinement rates. 

In addition, some research (e.g., Mears 
2001a) suggests that there is a tendency among 
states to incarcerate younger offenders less often 
than older offenders. Thus, if a state defines its 
juvenile population to be younger than in an-
other state (e.g., ages 10 to 15 rather than ages 
10 to 16 or 17), it might possibly have a lower 
incarceration rate. 

Another possibility is that states with lower 
age thresholds for defining juveniles may have a 
“get tough” orientation, as reflected in their pol-
icy of legally placing all youths 16 and older 
into the adult system. These states may be more 
inclined to be lenient with their juvenile offend-
ers, given that many of the older, more serious 
offenders have been excluded from the juvenile 
justice system. 

Economic Factors 

Economic conditions vary considerably 
across states. At any given time, some states 
may suffer severe economic hardships, including 
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downturns in local economies, relatively low per 
capita or family incomes, and high unemploy-
ment and poverty rates, while others may enjoy 
economic prosperity. 

Such variation may be linked to juvenile 
incarceration rates. For example, economically 
disadvantaged states may be less likely to take 
an accommodating view of juvenile offending. 
The sentiment thus may be that a “get tough” 
response to juvenile crime is warranted. Con-
versely, well-to-do states may be more inclined 
to view youths as “just kids” and therefore rely 
less heavily on incarcerative sanctions. In these 
states, there may also be more resources (e.g., 
higher per capita incomes and, correspondingly, 
tax revenues) available to support such efforts. 

An additional influence of economic condi-
tions may be through social class dynamics. 
States with greater income differences between 
the least and most wealthy may be more likely to 
support punitive sanctioning. When the differ-
ences between the poor and wealthy increase, 
high levels of real or perceived disorder can arise, 
resulting in more restrictive and punitive social 
control efforts. Although relatively little attention 
has been given to this issue as it applies to juve-
nile incarceration, researchers have posited and 
tested similar hypotheses about adult incarcera-
tion rates. This research indicates mixed support 
for a significant relationship between adult incar-
ceration rates and poverty, unemployment, and 
economic inequality (Greenberg and West 2001; 
Jacobs and Carmichael 2001). 

Education 

Investments in education, or levels of edu-
cational achievement, may reflect the extent to 
which a state is youth-oriented. States with 
greater levels of student or school funding and 
lower rates of high school dropouts may, for 
example, view incarceration as an ineffective 
use of funds. When faced with a decision about 
using state revenues, such states may be more 
inclined to give priority to education rather than 
incarceration. This priority may be independent 

of concerns about crime, or it may stem from a 
belief that education represents an effective 
strategy for preventing juvenile crime. A related 
hypothesis is that states with higher percentages 
of high school dropouts may be more likely to 
rely on incarceration as a means of social control 
(McGarrell 1991). 

Political Factors 

Since state juvenile correctional policies flow 
directly from legislative funding decisions, it 
seems likely that political factors affect juvenile 
incarceration rates. Political factors can vary 
enormously, including changes in the balance of 
power among the state leadership and unantic i-
pated traumatic events (e.g., violent and highly 
publicized crimes that occur during elections). In-
deed, studies of the origins and developments of 
the U.S. juvenile justice system highlight the inter-
play of numerous political events (Feld 1999). Few 
of these studies, however, provide concrete guid-
ance about exactly how political factors affect 
state-level juvenile incarceration policies. 

One possibility is that states with a greater 
percentage of voters participating in elections 
are more likely to be comprised of individuals 
who feel enfranchised, in control of social con-
ditions, and responsible for the social welfare of 
the less well-to-do (McGarrell 1991). In these 
states, the public may adopt a more accommo-
dating view of juvenile crime and thus be less 
likely to endorse punitive sanctions. 

A more direct link may be between the per-
cent of a state’s electorate voting Democratic 
and juvenile incarceration rates. Conventional 
wisdom suggests Democrats typically are more 
supportive of rehabilitative interventions, while 
Republicans are less so (Jacobs and Carmichael 
2001). On the other hand, empirical research 
does not support this simplified view as applied 
to support for juvenile sanctioning, suggesting 
that there may be no such link (Mears 2001b).  

Finally, in states where the child welfare 
system is state-run rather than county-run (i.e., 
centralized rather than decentralized), juvenile 



 

The Role of Statistical Models in Planning Juvenile Corrections Capacity 4 

incarceration rates may be higher, especially 
during periods of welfare reform. Historically, 
there are times during which offenders are more 
likely to be handled by the welfare or mental 
health system rather than the justice system, and 
vice versa (Liska et al. 1999; McGarrell 1991). 
During periods of welfare reform, especially 
those periods where decreasing emphasis is 
given to welfare benefits, one might anticipate 
that states increasingly would rely on their jus-
tice systems to manage offenders who otherwise 
might typically be managed through the welfare 
or mental health systems. In such periods, this 
impact might be even greater in states where 
welfare policy is state-run because a centralized 
mechanism exists for ensuring a reduction in 
welfare benefits and a corresponding emphasis 
on incarceration. 

Other political factors (e.g., the structure 
and dynamics of networks of leadership) might 
be relevant and, indeed, critical to understanding 
and predicting juvenile incarceration rates. Un-
fortunately, these factors rarely lend themselves 
readily to empirical analysis (see, however, 
Greenberg and West 2001; Jacobs and Carmi-
chael 2001). Yet, as will be discussed below, 
there are ways in which these factors can be as-
sessed indirectly and then used to help inform 
the generation and interpretation of forecasts. 

Social Factors 

Numerous social factors might contribute to 
juvenile incarceration rates. One underlying 
mechanism through which these factors may 
operate is by affecting perceived or real threats 
to social order. From this perspective, certain 
social conditions may elicit a political response 
aimed at enhancing state control over certain 
populations, including juvenile offenders. Con-
sider, for example, states with higher percent-
ages of families with children headed by single 
parents. In such states, policymakers may come 
to believe that families are insufficiently capable 
of controlling children and thus may seek re-
course in incarcerative sanctions as a means of 
social control. 

Similar patterns can be hypothesized for 
states with higher teen birth or death rates, 
higher concentrations of minority populations, 
or greater population density (see, generally, 
Greenberg and West 2001). In each instance, 
social dynamics may contribute to a political 
context that views more restrictive, punitive ap-
proaches to juvenile crime as an effective or 
necessary strategy for maintaining or stabilizing 
the broader social order (McGarrell 1991). 

Crime 

As discussed earlier, conventional wisdom 
suggests that higher juvenile crime rates will be 
associated with higher incarceration rates (Jacobs 
and Carmichael 2001). The greater use of incar-
ceration simply represents a logical and propor-
tional response to increased offending (McGarrell 
1991). However, this view neglects the fact that 
increased juvenile crime need not mean increases 
in the types of crime that society typically would 
view as warranting incarceration. Moreover, it 
ignores the fact that juvenile sentencing policy 
may be more responsive to concerns about crime 
generally, not just juvenile crime. 

Based on such considerations, one might 
hypothesize that juvenile incarceration rates 
should be driven primarily by violent juvenile 
crime rates and possibly by overall violent crime 
rates. Although they may also be responsive to 
juvenile and overall property crime rates, one 
would anticipate a much more muted relation-
ship since incarceration generally is viewed as a 
sanction appropriate for serious and violent of-
fending. Because incarceration policies may be 
driven by many factors other than crime, the 
effect of crime rates on incarceration rates may 
not be especially strong. As Greenberg and West 
(2001) have noted, “We expect a state’s [incar-
ceration] responses to be conditioned by its abil-
ity to finance their cost, and by its political cul-
ture. The anxieties and fears that lead residents 
and politicians to support the expanded use of 
imprisonment can be heightened or moderated 
by factors other than crime” (618). 
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Crime Control Approaches 

Finally, juvenile incarceration rates may be 
higher in states with higher adult incarceration 
rates and in states relying more heavily on the 
death penalty and police to control crime. In 
each instance, measures can be taken to repre-
sent the general orientation of a state toward 
controlling crime (Greenberg and West 2001; 
Jacobs and Carmichael 2001; McGarrell 1991). 
The assumption is that juvenile incarceration 
policies reflect, at least in part, the overriding 
philosophies of social control embedded in state 
criminal justice policies. 

DATA  

o examine these hypotheses, data on state 
juvenile incarceration rates and measures of 

the different independent variables were col-
lected. These data came from a wide range of 
sources. Many of the measures have been com-
piled by organizations such as the United Way 
of America, the Census Bureau, and the Office 
of Juvenile Justice and Delinquency Prevention 
for readily available access. 

Table 1 describes the specific variables and 
data used for the subsequent analyses. As shown in 
this table, the analyses relied on cross-sectional, 
state-level data. Dependent variables included ju-
venile incarceration rates in 1997—that is, the 
number of juveniles, as age-defined by each state, 
in custody per 100,000 resident youths. Incarcera-
tion consists of placement in either public or pr i-
vate facilities, including placement of accused and 
adjudicated youths in detention centers, shelters 
and group homes, intake centers, and state-run 
training/correctional facilities. 

The analyses focused on the total incarcera-
tion rate as well as the juvenile incarceration 
rates in public and private facilities. Where pos-
sible, data for 1996 were used to predict 1997 
incarceration rates on the assumption that factors 
from the year or two preceding the year of inter-
est would be most relevant to predicting incar-
ceration rates. However, on occasion, data for 

1996 were unavailable. In such cases, data from 
years immediately preceding or following 1996 
were used. However, since data at this unit of 
analysis typically do not change dramatically 
from one year to the next, this approach should 
not significantly alter the results. 

As table 1 shows, the age of juvenile juris-
diction varied across states. As of 1997, only 3 
states used age 15 as the upper age of jurisdic-
tion, 10 states used age 16, and the remaining 37 
states used 17 as the upper age. (Although the 
definition of a “juvenile” may vary, many states 
provide for incarceration of youths in juvenile 
correctional facilities for indeterminate sen-
tences that exceed the age of juvenile court ju-
risdiction. In the analyses below, the upper age 
of jurisdiction is coded dichotomously, with “1” 
indicating states with age 17 as the upper age of 
jurisdiction and “0” indicating states with age 15 
or 16 as the upper age of jurisdiction. 

Several economic variables were used in 
the analyses. These included median family in-
come, measured in thousands of dollars, and the 
percent of the resident population living below 
the poverty level. In addition, a measure of eco-
nomic inequality was used, operationalized by 
computing a ratio of the average family income 
for the top fifth of each state’s population di-
vided by the average family income for the bot-
tom fifth. Finally, the unemployment rate, meas-
ured as the number of unemployed citizens per 
1,000 civilians in the labor force, was included. 

Education variables included per-student 
expenditures, student-teacher ratios, and percent 
of high school dropouts. The student-teacher 
ratios measure the number of students per 
teacher in public elementary and secondary 
schools. The high school dropout rate reflects 
the percentage of youths ages 16 to 19 who 
dropped out of high school. 

Three political variables were employed. 
The first was the percent of the voting age popu-
lation who voted in the 1996 national elections. 
The second was the percent of the total popular 
vote, including minority party vote, voting as 
Democrats in the 1996 presidential election. The 
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TABLE 1. Description of Variables  

Dependent Variables  
  
Incarceration rate  Number of delinquent offenders in public or private detention or correctional facilities per 100,000 youths age 

10 to upper age of jurisdiction, 1997 (Sickmund 2000). 

Incarceration rate (public) Number of delinquent offenders in public detention or correctional facilities per 100,000 youths age 10 to upper 
age of jurisdiction, 1997 (Sickmund 2000). 

Incarceration rate (private) Number of delinquent offenders in private detention or correctional facilities per 100,000 youths age 10 to 
upper age of jurisdiction, 1997 (Sickmund 2000). 

Independent Variables  

  
Upper Age of Jurisdiction  Upper age of juvenile court jurisdiction, where 1 = 17, 0 = 15–16 (Stahl, McGlynn, and Wan 2000). 

Economic  

Median family income Median family income, 1996 (Census Bureau 2001a). 

Percent in poverty Percentage of the population below federal poverty level, 1996 (Census Bureau 2001b). 

Income inequality Ratio of average family income for top fifth of the population divided by average family income for bottom fifth, 
1996 (Economic Policy Institute and Center on Budget and Policy Priorities 2000a, b). 

Unemployment rate Number unemployed per 100 civilians in labor force, 1996 (Bureau of Labor Statistics 2001). 

Education   

Per -student expenditures Public school expenditures (1997–98 dollars) per student, 1996 (National Center for Education Statistics 2000a, 
b). 

Student-teacher ratios  Pupil-to-teacher ratios in public elementary/secondary schools, 1996 (National Center for Education Statistics 
2000a, b). 

Percent high school dropouts Percentage of youths ages 16–19 who are high school dropouts, 1996 (Casey Foundation 2001). 

Political   

Percent voting Percentage of voting age population that voted in national election, 1996 (Federal Election Commission, 2000). 

Percent voting Democratic Percentage of total popular vote, including minority party vote, voting Democratic for presidential 1996 election 
(Census Bureau 1998, 56).  

State child welfare system Child welfare (protection and prevention) system, 1996 (Watson and Gold 1997), where 1 = state-administered 
and 0 = county-administered. 

Social   

Percent single-parent families Percentage of families with children headed by a single parent, 1996 (Casey Foundation 2001). 

Teen birth rate Number of births per 1,000 females ages 15–17, 1996 (Casey Foundation 2001). 

Teen death rate Accidents, homicides, and suicides per 100,000 youth ages 15–19, 1996 (Casey Foundation 2001). 

Percent black Percentage of total population reporting race as black, 1996 (Census Bureau 1998, 6). 

Population density Resident population per square mile of land area, 1997 (Census Bureau 1998, 2).  

Crime  

Violent crime rate 

Property crime rate 

Reported murders, forcible rapes, robberies, aggravated assaults per 100,000 resident population, 1996 
[violent]; burglaries, larcenies, auto thefts per 100,000 resident population, 1996 [property] (Bureau of Justice 
Statistics 2000). 

Juvenile violent arrest rate 

Juvenile property arrest rate 

Juvenile (under age 18) arrests for murder, forcible rape, robbery, and aggravated assault per 100,000 youth 
(ages 10–17), 1996 [violent]; and burglary, larceny, auto theft arrests per 100,000, 1996 [property] (Snyder 
1997b). When 1996 data were unavailable, data are for 1995 (D.C., Florida, Vermont) or 1997 (Illinois, Kentucky, 
Mississippi, Montana, Tennessee) (Snyder 1997a, 1998). 

Crime Control Approach   

Adult incarceration rate Number of state/federal adult inmates per 100,000 resident population, 1996 (Gilliard and Beck 1997). 

Death penalty Number of times death penalty administered, 1977–1996 (Snell 1997). 

Police protection rate Number of police officers per 100,000 residents, 1996 (Census Bureau 1998, 18). 

Note: State-level data are available from many different sources. Some organizations, such as the United Way (2001), the Census Bureau (1998), and 
the Office of Juvenile Justice and Delinquency Prevention, compile these data in a readily accessible format. 
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final political variable was a measure of whether 
the child welfare system, including prevention 
and protection systems, was administered by the 
state (coded as “1”) or county (coded as “0”). 

The measures of social conditions covered 
several distinct dimensions of social life. These 
included the percentage of families with children 
headed by a single parent; the teen birth rate 
(number of births per 1,000 females ages 15 to 
17); the teen death rate (number of accidents, 
homicides, and suicides per 100,000 youths ages 
15 to 19); the percent of the total state population 
consisting of black residents; and population den-
sity (population per square mile of land area).  

Crime rates were categorized into four 
groups. These included the violent crime rate, 
measured as the reported number of murders and 
non-negligent homicides, forcible rapes, robber-
ies, and aggravated assaults per 100,000 resi-
dents. The property rate was measured as the 
number of burglaries, larcenies, and auto thefts 
per 100,000 residents. These rates, using the same 
sets of offenses, were computed separately for 
youthful offenders (ages 10 to 17), using 100,000 
youths ages 10 to 17 as the denominator. 

Finally, three different crime control vari-
ables were computed. The first was the adult 
incarceration rate (number of state and federal 
adult inmates per 100,000 residents). The second 
was the number of times the death penalty was 
administered. And the last was the police protec-
tion rate, measured as the number of police offi-
cers per 100,000 residents. 

Table 2 provides descriptive statistics for 
these different variables. Across the 51 states 
(including the District of Columbia), the average 
juvenile incarceration rate, used as the depend-
ent variable in the subsequent analyses, was 308. 
The average public and private incarceration 
rates were 229 and 79, respectively. Inspection 
of the independent/predictor variables shows 
that, as with the dependent variables, the stan-
dard deviations typically are quite large relative 
to the mean values for each variable. This indi-
cates considerable variability across states along 
these different dimensions. 

METHOD 

rdinary least squares (OLS) regression was 
used to examine the relationship between 

state-level juvenile incarceration rates (total and 
public vs. private facilities) and a set of predic-
tors. Both univariate and multivariate analyses 
were used to identify whether specific factors 
were associated with juvenile incarceration 
rates. They also were used to demonstrate the 
extent to which various factors can account for 
variation in incarceration rates. 

It should be reiterated that an analysis of 
between-state variation in incarceration rates is 
similar, but not identical, to an analysis of 
within-state/over-time variation in incarceration 
rates. The between-state approach helps to iden-
tify the characteristics of states with higher in-
carceration rates. The within-state/over-time 
approach helps to identify factors associated 
with increases in incarceration rates. These fac-
tors may overlap. For example, states with 
higher rates of single -parent households may 
have higher incarceration rates and, within a 
state, increases in rates of single -parent house-
holds may be associated with increased incar-
ceration rates. But these factors need not neces-
sarily overlap or operate in the same manner. 
Thus, the cross-sectional (between-state) analy-
sis provided below primarily serves to illustrate 
the types of factors that may drive juvenile in-
carceration rates in particular states. 

For some of the regression analyses, factor 
analysis was used to distill down the large num-
ber of independent/predictor variables. This sta-
tistical approach enables researchers to identify 
constructs or “factors” that may underlie a set of 
variables and thus simplify the interpretation of 
regression analyses (Stevens 1992). 

O
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TABLE 2. Descriptive Statistics 

 Mean 
Standard 
Deviation N 

Dependent variables    
    
Juvenile incarceration rate  308.00 120.51 51 

Juvenile incarceration rate (public) 228.59 109.97 51 

Juvenile incarceration rate (private) 79.41 56.29 51 

    
Predictor variables    

    
Upper age of jurisdiction of 17 .75 .44 51 

    
Economic    

Median family income, $ 36,556.70 5,756.87 50 

% population below poverty level 12.85 3.96 50 

Inequality 9.51 1.47 50 

Unemployment rate 5.15 1.16 50 

    

Education     

Public school expenditures per pupil, $ 5,919.94 1,259.75 50 

Pupil-teacher ratio 16.70 2.19 50 

% teens high school dropouts 9.32 2.96 50 

    
Political     

% voters voting in 1996 national election 51.56 6.76 50 

% voters voting Democratic in 1996  presidential 
election 

47.95 8.56 51 

Child welfare system state-run .71 .46 51 

    

Social     

% families with single parent 26.12 3.92 50 

Teen birth rate 30.98 9.86 50 

Teen death rate 68.22 37.65 51 

% population black 11.05 11.95 51 

Population per square mile  182.29 244.28 51 

    
Crime    

Violent crime rate 505.86 251.92 50 

Property crime rate 4,313.30 1,041.04 50 

Juvenile violent crime rate 417.00 274.86 50 

Juvenile property crime rate 2,670.50 908.51 50 

    
Crime control approaches    

Adult incarceration rate 350.35 206.22 51 

Death penalty count 7.02 16.82 51 

Police protection rate 286.39 88.05 51 
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RESULTS  

Single Variable Analyses 

igure 1 depicts a conceptual model for ex-
plaining and predicting state-level juvenile 

incarceration rates. The model suggests that each 
of a range of types of factors—such as the upper 
age of juvenile court jurisdiction; economic, so-
cial, and political conditions; crime and different 
crime-control approaches—contribute to lower or 
higher juvenile incarceration rates. It bears em-
phasizing, however, that the effects of many of 
these factors may be indirect (e.g., one predictor 
may influence another, which in turn may con-
tribute to incarceration rates). The effects also 
may be interactive (e.g., the effect of one predic-
tor on incarceration rates may vary depending on 
the level of another predictor). Although such ef-
fects may exist, at present there is little theoretical 
or empirical research providing guidance about 
how models should be specified to capture them.  

To assess the relationships suggested by the 
conceptual model, table 3 presents the results of 
an OLS regression analysis of state juvenile in-
carceration rates on the different predictors 
shown in table 1 and depicted in figure 1. Two 
columns are most relevant for the purposes at 
hand: the column of unstandardized coeffi-
cients and the column of adjusted R2s. 

The unstandardized coefficients indicate 
how much the incarceration rate increases for 
a unit increase in the predictor. For example, 
every one-unit increase in the percent of high 
school dropouts results in an increase by 12 
in the juvenile incarceration rate. These coef-
ficients should not be compared with one an-
other to determine the relative predictiveness 
of one variable against another because each 
variable is measured using a different metric. 
Standardized coefficients (betas) can be used 
for such comparisons. However, they can be 
more difficult to interpret because the stan-
dardized metric has no intuitive meaning. 
Rather, the comparisons across variables are 
between the influence of one standard devia-
tion change in a particular variable versus a 
standard deviation change in another. 

The adjusted R2s show the amount of varia-
tion in the incarceration rate for which each 
variable can account. For example, the adult in-
carceration rate accounts for close to 30 percent 
of the variation. By contrast, the juvenile violent 
crime rate accounts for only 14 percent of the 
variation in the incarceration rate. 

As shown in table 3, only some of the inde-
pendent variables were statistically associated 
with the dependent variable (i.e., the incarcera-
tion rate). These included the percent of teen 
high school dropouts, percent of families with 
single parents, the teen birth rate and death rate , 
the percent of the population that is black, the 
violent crime rate and property crime rate, the 
juvenile violent crime rate, the adult incarcera-
tion rate, and the police protection rate. Notably, 
the upper age of jurisdiction, economic vari-
ables, and political variables showed no statisti-
cally significant relationship with the juvenile 
incarceration rate. For those variables that were 
significant, the relationship was consistently 
positive, that is, increases in each variable were 
associated with increased incarceration rates. 

Among the statistically significant predic-
tors, the adult incarceration rate was the most 
predictive, explaining close to 30 percent of the 

F

FIGURE 1. A Conceptual Model for Explaining/ 
Predicting Juvenile Incarceration Rates  
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TABLE 3. Ordinary Least Squares Univariate Regression Models of 

State Juvenile Incarceration Rates (1997) on Select Predictorsa 

 Interceptb Coefficientc Standard errord Adjusted R2e N 
      
Upper age of jurisdiction of 17 321.62*** –18.27 39.03 –.016 51 

      
Economic      

Median family income 213.75* .00 .00 –.005 50 

% population below poverty level 277.36*** 1.86 4.06 –.016 50 

Inequality 128.57 18.16 10.62 .038 50 

Unemployment rate 211.45** 17.46 13.67 .013 50 

      
Education       

Public school expenditures per pupil 282.42*** .00 .01 –.020 50 

Pupil-teacher ratio 139.27 9.70 7.23 .016 50 

% teens high school dropouts 185.31 12.44* 5.14 .090 50 

      
Political       

% voters voting in 1996 national election 385.10** –1.63 2.37 –.011 50 

% voters voting Democratic in 1996 
presidential election 

177.91 2.71 1.98 .017 51 

Child welfare system state-run 318.93*** –15.49 37.35 –.017 51 

      
Social       

% families with single parent 58.58 9.29* 3.89 .088 50 

Teen birth rate 194.67*** 3.44* 1.56 .073 50 

Teen death rate 215.22*** 1.36** .41 .164 51 

% population black 261.39*** 4.22** 1.31 .158 51 

Population per square mile  292.48*** .09 .07 .010 51 

      
Crime      

Violent crime rate 202.63*** .20*** .06 .177 50 

Property crime rate 161.03* .03* .02 .073 50 

Juvenile violent crime rate 235.65*** .17** .06 .135 50 

Juvenile property crime rate 233.37*** .03 .02 .023 50 

      
Crime control approaches      

Adult incarceration rate 194.01*** .33*** .07 .296 51 

Death penalty count 301.44*** .94 1.02 –.003 51 

Police protection rate 132.14* .61*** .18 .185 51 
 
 

a. The incarceration r ate includes public and private facilities. Analysis of disaggregated rates (i.e., public vs. private facilities) produced similar 
results. 

b. The intercept represents the value of the dependent variable when the predictor equals zero. Often, the intercept is not easily interpretable 
because zero is not a realistic or possible value. A significant intercept indicates that after controlling for the predictor(s), the mean of the 
dependent variable is different from zero. Typically, one does not examine the significance of intercepts. For this reason, and to simplify 
presentation of the results, the intercept standard errors are not presented. 

c. Coefficients represent the amount by which the dependent variable will increase for a one-unit increase in a given predictor. For example, for 
every 1 percent increase in the percentage of teen high school dropouts, the state delinquency incarceration rate rises by 12.44 per 100,000. 

d. The standard error measures how much variation there is about the estimated coefficient. The larger the standard error relative to a given 
coefficient, the less confident we can be in the accuracy of the coefficient. 

e. The adjusted R2 measures how much of the variation in a dependent variable is explained by one or more predictors. For example, the teen high 
school dropout variable explains 9 percent of the variation in the incarceration rate. 

* p < .05, ** p < .01, *** p < .001 
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variation in state-level juvenile incarceration 
rates (see figure 2). The police protection rate 
was the next most predictive (19 percent), fol-
lowed by the violent crime rate (18 percent), the 
teen death rate (16 percent), the percent of the 
population that is black (16 percent), and the 
juvenile violent crime rate (14 percent). 

Of course, prediction does not necessarily 
imply an ability to change an outcome. Conse-
quently, we should not assume that a variable 
accounting for more of the variation in incar-
ceration rates necessarily is more important. 
For example, the teen birth rate, which ac-
counts for 7 percent of the variation in juve-
nile incarceration rates, presumably is more 
susceptible to policy influence than the per-
cent of the population that is black. Thus, 
even though the latter variable explains more 
of the variation in juvenile incarceration rates 
(16 percent), it may be less important than 
the teen birth rate if policy relevance is the 
guiding criterion of evaluation. 

Even if a variable explains relatively lit-
tle of the variation in incarceration rates, the 
magnitude of effect might suggest potential 
policy relevance. For example, for each 1 
percent increase in families with single par-
ents, the juvenile incarceration rate increases 
by 9.  The relatively small amount of variation 
(9 percent) explained by this variable suggests, 
however, that an increase of this size cannot 
be reliably anticipated because many other 
factors affect the remaining variation (91 per-
cent) in the incarceration rate. 

In short, the different variables are re-
lated to and account for variation in juvenile 
incarceration rates to different extents. Closer 
inspection of the results suggests a further 
observation—namely, the ability of these 
different variables to predict juvenile incar-
ceration rates is quite low. As figure 3 shows, 
among those variables significantly related to 
incarceration rates, some only explain 2 per-
cent of the variation in the rates. Even the 
best predictor, the adult incarceration rate, 
accounts for only 30 percent of the variation. 

Such prediction might be considered reasonable 
under many circumstances. In the context of de-
veloping incarceration policies, however, many 
policymakers might prefer a much greater ability 
to identify more precisely the determinants of 
juvenile incarceration rates. 

 

FIGURE 2. Differences in the Extent to  
Which Different Factors Account for Variation  
in State Juvenile Incarceration Rates  
(Based on Univariate Regression Analyses)  
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Notes: A convenient way of comparing the relative influence of different 
factors in predicting a particular outcome, such as juvenile incarceration 
rates, is to examine the extent to which each can account for variation in 
that outcome. Factors that explain a greater  percentage of the variation in 
the outcome may be thought of as more predictive than others. Greater 
prediction is not necessarily the best measure of importance, however, since 

some highly predictive factors cannot be changed by policy. 
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Multivariate Analyses with 
Many and Few Predictors 

One problem with the previous analysis is 
that many of the different predictor variables 
may be related not only to the dependent vari-
able (i.e., the incarceration rate) but to each 
other. In such instances, it can be difficult to 
discern the net effect of each variable. Mult i-
variate modeling allows researchers to remedy 
this problem by controlling for the effects of 
each of the different predictors. 

A key challenge with multivariate analyses 
lies in knowing what variables to include. This 
issue can be particularly challenging when the 
number of observations is small, as 
is the case here, where there are 
only 49 observations (two of the 
states were not included in the 
analyses because of missing data). 
When one is interested primarily in 
prediction, procedures are avail-
able that allow statistical programs 
to select the model that explains 
the most amount of variation in the 
dependent variable. Researchers 
typically differentiate between ex-
planatory models, which may not 
be the most predictive models but 
can be used to provide meaningful 
descriptions of variation in an out-
come, and non-explanatory, pre-
dictive models that aim only to 
account for as much of the varia-
tion in an outcome as possible 
(Sabol 1999, 45). 

Table 4 presents the results 
of a non-explanatory, predictive 
model (column 1) using all the 
variables listed in table 1. As is 
evident from a comparison of ta-
bles 3 and 4, the coefficients and 
statistical significance of many of 
the variables changed. More im-
portant, from the standpoint of 
prediction, our ability to predic t 

juvenile incarceration rates improved margin-
ally, from 30 percent (if only the adult incarcera-
tion rate were used) to 32 percent (if all the vari-
ables in column 1 were used). 

This improvement is quite small, especially 
given the large number of variables added to the 
model. An alternative approach to model speci-
fication is to identify the most predictive models 
that use the fewest numbers of variables—that 
is, the most parsimonious and predictive models. 
Columns 2 and 3 present two different but 
equally parsimonious (two predictors) and pre-
dictive (23 percent) models. In one, the juvenile 
property crime rate and the adult incarceration 
rate contribute to an explanation of the juvenile

FIGURE 3. Among Statistically Significant Factors,  
Those Accounting for the  Least and Most Variation in  
State Juvenile Incarceration Rates  
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Notes: A convenient way of comparing the relative influence of different factors in 
predicting a particular outcome, such as juvenile incarceration rates, is to examine 
the extent to which each can account for variation in that outcome. Factors that 
explain a greater percentage of the variation in the outcome may be thought of as 
more predictive than others. Greater prediction is not necessarily the best measure of 
importance, however, since  some highly predictive factors cannot be changed by 

policy. 
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TABLE 4. Ordinary Least Squares Regression of State Juvenile Incarceration Rates (1997):  
The Most Predictive vs. the Most Parsimonious Multivariate Models  

 Most 
predictive model 

Most parsimonious model 
1 

Most parsimonious model 
2 

Intercept  –365.78 

(239.38) 

89.51 

(56.05) 

118.25* 

(51.97) 
    

Public school expenditures per pupil .02 

(.02) 

  

    

Pupil-teacher ratio 12.39 

(8.87) 

  

    

Child welfare system state-run –54.32 

(33.14) 

  

    

% families with single parent  10.37 

(5.65) 

  

    

% population black –3.27 

(2.67) 

  

    

Pop per square mile .11 

(.09) 

  

    

Violent crime rate .26* 

(.11) 

 .19*** 

(.06) 
    

Property crime rate –.04* 

(.02) 

  

    

Juvenile violent crime rate –.26* 

(.11) 

  

    

Juvenile property crime rate .07*** 

(.02) 

.04* 

(.02) 

.03* 

(.02) 
    

Adult incarceration rate .33* 

(.16) 

.36*** 

(.10) 

 

    

Adjusted R2 .324 .231 .229 

N 49 49 49 
 
Notes: Standard errors are in parentheses. The most parsimonious models are those that use the fewest significant predictors while still achieving a 
relatively high degree of prediction. The first such model was identified by allowing all variables to be entered and then eliminating, one by one, 
those that did not retain a level of significance of p < .10. The second model allowed variables to be entered one by one, retaining those that were 
significant and eliminating those that were not. 

* p < .05, ** p < .01, *** p < .001 
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incarceration rate, while in the other, the violent 
crime rate and juvenile property crime rate are 
the primary predictors. 

Once again, the concern arises that both the 
most predictive model and the most parsimoni-
ous and predictive models account for no more 
than 23 to 32 percent of the variation in juvenile 
incarceration rates (see figure 4). Put differently, 
even with these models, between 68 and 77 per-
cent of the variation in juvenile incarceration 
rates remains unexplained. 

An additional problem lies in the fact that 
the effects of key variables vary considerably, 
depending on which variables are included. In 
general, researchers feel confident in the relation-
ship between one variable (e.g., crime rates) and 
another (e.g., incarceration rates) when this rela-
tionship remains largely unchanged 
by inclusion of other variables in 
predictive models (Stevens 1992). 
This stability is conspicuously ab-
sent in the models of state-level ju-
venile incarceration rates. Many 
variables emerge as statistically sig-
nificant in some models, but not in 
others. In still others, their signif i-
cance levels may not change, but the 
direction or size of their effects (as 
measured by the unstandardized 
coefficients) do. 

This issue applies not only to 
cross-sectional analyses but to 
within-state/over-time analyses as 
well. Indeed, the issue is even more 
problematic. With time series 
analyses of this type, frequently 
there are few data points (e.g., there 
may be annual data going back 
only 10 or so years). In addition, 
certain statistical issues must be 
addressed, further decreasing the 
leverage that can be obtained from 
the few available data points. For 
example, almost all trend data 
manifest naturally occurring sea-
sonalities (i.e., variations that occur 
systematically and repeatedly, 
whether daily, weekly, monthly, 
yearly, or otherwise) that must be 

taken into account before estimating the effect of 
certain variables (Yaffee 2000). 

Statistical Regression Analyses 
with One Underlying Factor 

In situations where one is confronted with 
many possible factors that may be related to an 
outcome, controlling for these different factors 
can be a useful way to identify net effects of 
each factor. However, this approach can be 
problematic when one or more of the predictors 
is correlated with another, a situation commonly 
referred to as “multicollinearity” (Stevens 1992). 
It also can be problematic simply from the 
standpoint of interpretation. 

FIGURE 4. The Most Predictive and Most Parsimonious  
Multivar iate Models of State Juvenile Incarceration Rates  
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Notes: A convenient way of comparing the relative influence of different factors in 
predicting a particular outcome, such as juvenile incarceration rates, is to examine 
the extent to which each can account for variation in that outcome. Factors that 
explain a greater percentage of the variation in the outcome may be thought of as 
more predictive than others. Greater prediction is not necessarily the best measure of 
importance, however, since some highly predictive factors cannot be changed by 

policy. 
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One solution lies in the removal of vari-
ables that seem similar to one another. Another 
approach is to employ a statistical methodology, 
such as factor analysis, for identifying any un-
derlying constructs, or “factors.” With factor 
analysis, the correlations and intercorrelations 
among a set of variables are examined to deter-
mine if underlying factors can be discerned 
based on certain statistical criteria. To examine 
the possibility that one or more factors might be 
present in the data used in the predictive analy-
ses, a factor analysis was conducted using all of 
the variables in table 1. 

The resulting analysis identified several 
underlying factors, but only one emerged for 
which any meaningful interpretation could be 
provided (see table 5). This factor, “social dis-
advantage,” had an eigenvalue of 6.97. Eigen-
values measure the amount of variation in the 
total sample accounted for by a given factor. 
When a factor explains little of the variance in 
the total sample, its eigenvalue is low. Typically, 
1.0 is used as a cut-off point, but this decision is 
relative ly arbitrary, and other cut-offs can be 
used (Stevens 1992). The eigenvalue of 6.97 for 
the factor presented here suggests a clear under-
lying construct. In addition, it is the only factor 
for which, as noted above, an obviously mean-
ingful interpretation could be provided based on 
review of the specific variables that were corre-
lated with it. 

As table 5 shows, about half of the predic-
tors were highly correlated with, or “loaded 
highly on,” social disadvantage. The term seems 
appropriate because the contributing factors all 
appear to reflect characteristics of places where 
social problems are pervasive and resources are 
lower, relative to more advantaged and well-to-
do places. 

To determine if this factor could predict ju-
venile incarceration rates, a regression analysis 
was run using only this one variable (see table 
6). The results indicated a strong and statistically 
significant relationship between social disadvan-
tage and the dependent variable. Specifically, for 
each unit increase in social disadvantage, the 
juvenile incarceration rate increased by 42. 

TABLE 5. Factor Analysis: Identifying “Social 
Disadvantage” as an Underlying Measurea  

Predictor variables 
Correlation: Social 

disadvantageb 
Upper age of jurisdiction 17 years –.227 

Economic  

Median family income –.271 

% population below poverty level .648* 

Inequality .704* 

Unemployment Rate .514* 

Education   

Public school expenditures per pupil –.312 

Pupil-teacher ratio .228 

% teens high school dropouts .742* 

Political   

% voters voting in 1996 national 
election 

–.703* 

% voters voting Democratic in 1996 
presidential election 

.085 

Child welfare system state-run –.012 

Social   

% families with single parent .774* 

Teen birth rate .918* 

Teen death rate .501* 

% population black .690* 

Pop per square mile  –.029 

Crime  

Violent crime rate .797* 

Property crime rate .619* 

Juvenile violent crime rate .416 

Juvenile property crime rate –.008 

Crime control approaches  

Adult incarceration rate .830* 

Death penalty count .463 

Police protection rate .452 
 

a. One use of factor analysis is to identify a small subset of dimensions 
from among a much larger set of variables. The results here are from an 
unrotated factor analysis that produced five factors with eigenvalues 
above 1.0. The eigenvalue for the largest factor, presented here, was 
6.974. The loadings for the other factors were 4.270, 2.387, 1.763, and 
1.151, respectively. Eigenvalues measure the amount of variation in the 
total sample accounted for by a given factor. When a factor ex plains little 
of the variance in the total sample, its eigenvalue is low. Typically, 1.0 is 
used as a cut-off point, but this decision is relatively arbitrary, and other 
cut-offs can be used (Stevens 1992). The eigenvalue of 6.974, coupled with 
the specific pattern of factor loadings, suggests a clear underlying con-
struct, while the eigenvalues and/or pattern of factor loadings for the 
other factors do not; hence, only this factor is presented in this table.  

 
b. The presented values are “factor loadings,” which are analogous to 
correlations. The squared factor loading for a given variable is equal to the 
percent of variance in that variable that is explained by the factor. The 
loadings with asterisks indicate variables most strongly associated with the 
factor. Inspection of these variables suggests a common underlying con-
struct, termed here as “social disadvantage.” The term seems appropriate 
because the contributing factors all appear to reflect characteristics of 
places where social problems are pervasive and resources are lower, rela-

tive to more advantaged and well-to-do areas. 
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However, only 12 percent of the variation in 
juvenile incarceration rates could be accounted 
for in this model, leaving 88 percent unexplained 
(see figure 5). An additional problem lies in the 
fact that policymakers might find it difficult to 
know how to address the general problem of so-
cial disadvantage. They might find that a more 
specific problem, such as the teen birth rate, 
would more readily lend itself to effective inter-
vention. In theory, however, it would be possible 
to focus on the range of factors contributing to 
the construct of social disadvantage. 

Multivariate Analyses:  
Public vs. Private Facilities 

To determine whether the results obtained 
in the analyses of total juvenile incarceration 
rates differed for public versus private facility 
rates, the above analyses were rerun using the 
disaggregated rates—that is, the juvenile incar-
ceration rate in public facilities and the juvenile 

incarceration rate in private facilities. The results 
are presented in table 7 (public facilities) and 
table 8 (private facilities). 

Several differences emerge when these dis-
aggregated rates are compared with one another 
and with the total juvenile incarceration rate. 
First, there is a greater ability to predict the pub-
lic facility incarceration rate (37 percent), com-
pared with the private facility incarceration rate 
(21 percent) or the overall incarceration rate (32 
percent). Second, the particular variables in-
cluded in the most predictive models vary 
somewhat, with the public facility and total in-
carceration rates showing greater similarities. 
For example, in both cases the juvenile violent 
crime rate and juvenile property crime rate were 
statistically significant predictors. However, 
there were striking differences as well. For ex-
ample, in the public facility model, the violent 
and property crime rates were not significant, 
but they were significant in the total incarcera-
tion rate model. Third, similar variability was 

TABLE 6. Ordinary Least Squares Regression 
of State Delinquency Incarceration Rates (1997)  
on Social Disadvantage a  

Intercept  301.00*** 

(15.11) 
  

Social disadvantage 42.03** 

(15.27) 
  

Adjusted R2 .121 
  

N 49 
 
 

a. Standard errors are in parentheses. The model indicates that 
for every standard deviation increase in social disadvantage, 
the juvenile incarceration rate increases by 42 per 100,000. 
The social disadvantage scale is a function of many different 
variables. Those most strongly contributing to the scale include 
percent of the population below the federal poverty level, 
extent of inequality, unemployment rate, percent of teenagers 
who are high school dropouts, percent of voters who voted in 
the 1996 national elections, percent of single-parent families 
with children, teen birth rate, teen death rate, percent of the 
population that is black, violent crime rate, property crime 
rate, and adult incarcer ation rate. 

 
* p < .05, ** p < .01, *** p < .001 

 
 

FIGURE 5. Social Disadvantage and Its Ability to Account for 
Variation in State Juvenile Incarceration Rates  

Juvenile 
incarceration 

rate

Social disadvantage model

88%  Unexplained
variance

12%  Explained
variance
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TABLE 7. Ordinary Least Squares Multivariate Regression of State Juvenile Incarceration Rates  
(Public Facilities) (1997) 

 Most 
predictive 

model 

Most 
parsimonious 

model 1 

Most 
parsimonious 

model 2 

Social 
disadvantage 

model 
     

Intercept  180.59 

(112.68) 

–203.50 

(111.17) 

10.028 

(53.97) 

224.29*** 

(14.18) 
     

% population below poverty –9.25 

(5.93) 

–11.49* 
(5.44) 

  

     

Inequality 26.21 

(17.70) 

38.19* 

(15.66) 

  

     

Unemployment rate 22.19 

(14.05) 

21.60 

(13.88) 

  

     

% teens high school dropouts 7.92 

(6.50) 

---   

     

Child welfare system state run –52.59 

(29.34) 

–43.85 

(28.39) 

  

     

Population per square mile .08 

(.08) 

---   

     
Violent crime rate .17 

(.11) 

.19 

(.10) 

  

     

Property crime rate –.03 

(.02) 

–.03 

(.02) 

  

     

Juvenile violent crime rate –.23* 

(.10) 

–.22* 

(.09) 

  

     

Juvenile property crime rate .07*** 

(.02) 

.07*** 

(.02) 

.04* 

(.02) 

 

     

Adult incarceration rate .22 

(.14) 

.25 

(.13) 

.36*** 

(.10) 

 

     

Social disadvantage    47.10** 

(14.32) 
     

Adjusted R2 .374 .372 .256 .170 
     

N 49 49 49 49 
 
 

Notes: Standard errors are in parentheses. The most parsimonious models are those that use the fewest significant predictors while still achieving a 
relatively high degree of prediction. The first such model was identified by allowing all variables to be entered and then eliminating, one by one, 
those that did not retain a level of significance of p < .10. The second model allowed variables to be entered one by one, retaining those that were 
significant and eliminating those that were not. 
 

* p < .05, ** p < .01, *** p < .001 
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TABLE 8. Ordinary Least Squares Multivariate Regression of State Juvenile Incarceration Rates  
(Private Facilities), 1997 

 

Most 
predictive 

model 

Most 
parsimonious 

model 1 

Most 
parsimonious 

model 2 

Social 
disadvantage 

model 
     

Intercept  –121.60 

(129.71) 

–134.92 

(106.40) 

–65.21 

(83.58) 

76.71*** 

(7.60) 

     
Median family income –.04* 

(.00) 

–.04 

(.00) 

  

     
Unemployment rate –19.13* 

(7.44) 

–18.09* 
(6.98) 

–12.72 

(6.61) 

 

     
Public school expenditures per pupil .02 

(.01) 
–.02* 

(.01) 

  

     
Pupil-teacher ratio 8.16 

(4.27) 

7.26 

(4.20) 

  

     
% teens high school dropouts –4.47 

(3.33) 

   

     
% voters voting in 1996 national election 2.52 

(1.29) 
2.98* 

(1.27) 
3.12* 

(1.25) 

 

     
Teen death rate .58 

(.52) 

   

     
Violent crime rate .10** 

(.04) 
.09** 

(.03) 

.09** 
(.03) 

 

     
Social disadvantage    –5.07 

(7.68) 
     

Adjusted R2 .208 .194 .162 –.012 

     
N 49 49 49 49 
 
 

Notes: Standard errors are in parentheses. The most parsimonious models are those that use the fewest significant predictors while still achieving a 
relatively high degree of prediction. The first such model was identified by allowing all variables to be entered and then eliminating, one by one, 
those that did not retain a level of significance of p < .10. The second model allowed variables to be entered one by one, retaining those that were 
significant and eliminating those that were not. 
 

* p < .05, ** p < .01, *** p < .001 
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present for the most parsimonious models as 
well. Fourth, taken as a whole, the public facility 
and total juvenile incarceration rate models were 
most similar, likely reflecting the fact that the 
vast majority of juveniles are placed in public 
facilities, creating a significant correlation be-
tween the two incarceration rates and the factors 
that are associated with them. 

Predicting Incarceration Rates: 
Explained vs. Unexplained Variance 

From the perspective of developing juve-
nile correctional policies, one ideally has re-
course to a model that can explain much of the 
variation in juvenile incarceration rates. As the 
above analyses suggest, many models simply 
account for far too little of this variation to be 
useful in developing public policy. These mod-
els may be quite useful for testing different theo-
ries about juvenile incarceration policies. But 
tests of theories, even those that support particu-
lar theories, do not necessarily translate into use-
ful or effective policy implications. 

To compound this problem, there is an ad-
ditional consideration: Even with a set of factors 
that can explain an outcome, many of them may 
not be susceptible to influence. For example, 
teen birth rates might be susceptible to policy 
influence, but the demographic factors, such as 
the age, sex, and race/ethnic composition of a 
juvenile population, generally are not. 

In the above analyses, the best predictive 
model was for public facility juvenile incarcera-
tion rates, for which 37 percent of the state-level 
variation could be explained. However, 63 per-
cent of the variation is unexplained. Of the 37 
percent of explained variance, it probably is the 
case that only some fraction involves variables 
that policymakers can influence. Figure 6 de-
picts this situation. Using an arbitrary cut-off of 
20 percent, it illustrates the idea that in any pre-
dictive model, there always is unexplained vari-
ance, explained variance involving variables that 
cannot be changed, and explained variance in-
volving variables that might be susceptible to a 
policy intervention. 

THE BENEFITS AND LIM ITATIONS OF 
STATISTICAL MODELS FOR 
JUVENILE CORRECTIONA L 
PLANNING 

tatistical approaches to understanding, ex-
plaining, and predicting juvenile incarcera-

tion rates can vary tremendously. They may vary 
with respect to the precise focus of analysis. For 
example, is the focus on explaining why some 
states have different incarceration rates than oth-
ers? Is it on explaining why, within one state, 
some counties have higher incarceration rates 
than others? Or is it on predicting what future 
incarceration rates will be within a local jurisdic-
tion or a state? 

Each type of focus entails a different set of 
policy implications. If, for example, we want to 
develop a policy to reduce rates of juvenile in-
carceration in large, urban counties, then we 
need to understand what it is about these coun-
ties that gives rise to greater rates of incarcera-
tion. By contrast, if we want to develop a policy 
to reduce incarceration at the state level, then we 
need to understand what factors have driven in-
carceration trends in the past, identify whether 
these factors will continue to be relevant (and, if 
so, what their levels will be in future years), and 
determine how exactly a policy could be devel-
oped to intervene effectively in changing one or 
more of these factors. 

S

FIGURE 6. The Best Statistical Models Typically  
Account for Very Little of the Variation in Juvenile  
Incarceration Rates  

63%  Unexplained
variance

20%  Explained
variance
(changeable)

17%  Explained
variance
(unchangeable)
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Statistical approaches also can vary with re-
spect to the type of statistical analysis employed. 
For example, different states may employ quite 
different statistical methodologies to predict 
their future incarceration trends. Two of the 
more common statistical approaches include 
regression and time series analysis, the latter of 
which includes a la rge subset of different statis-
tical approaches (Yaffee 2000). 

Regardless of the focus of analysis or the 
specific type of statistical approach employed, 
statistical analyses in general can provide certain 
benefits. They also have significant limitations 
that can offset these benefits. At the very least, 
these limitations require careful consideration of 
the exact meaning and usefulness of statistical 
analyses. 

Benefits 

UNDERSTANDING FACTORS THAT AFFECT INCAR-

CERATION RATES.   Statistical models can provide 
researchers and policymakers with a better un-
derstanding of a range of factors—social, legal, 
economic, educational, political, and others—
that affect juvenile incarceration rates. Analysis 
of these factors can provide a basis for anticipat-
ing the general direction in which future incar-
ceration rates are likely to go. They also can 
provide a rough sense of the potential magnitude 
of change that is anticipated. 

IDENTIFYING FACTORS THAT CAN INFLUENCE IN-
CARCERATION RATES AND THAT CAN BE CHANGED.  

Sophisticated statistical models may also enable 
researchers to identify predictive factors that are 
especially amenable to policy influence. In these 
instances, policymakers might focus less on the 
overall predictive ability of a model and instead 
on those factors that can be changed and that 
contribute to incarceration trends. Less sophisti-
cated models may not provide this type of in-
formation, but rather may identify only the di-
rection and approximate magnitude of growth 
that can be anticipated in future years. 

RELATIVELY FEW DATA REQUIREMENTS.  Statistical 
models generally require few data elements, and 
many of these may be readily available through 
a variety of data sources (see, e.g., table 1). The 
more data elements that are available and that go 
back for a greater number of time periods, the 
greater the likelihood that researchers can de-
velop more accurate explanations about past 
trends and possible future trends. 

Limitations 

LIMITED ABILITY TO PREDICT THE FUTURE.   The 
potential benefits of statistical forecasting ap-
proaches generally are offset by a range of crit i-
cal limitations. Perhaps the most important limi-
tation is that even the best predictive models 
explain little of the variation in past trends. 
Thus, their ability to forecast the future accu-
rately is nominal. Moreover, the further the 
timeline for the forecast (say, 4 to 5 years), the 
less accurate the forecast is likely to be, which is 
true for correctional forecasting and other types 
of forecasting as well (Penner 2001). 

In the context of juvenile incarceration 
forecasts, a large part of the problem lies in the 
fact that several key factors influence incarcera-
tion trends: (1) the supply of youthful offenders, 
(2) prosecutorial and judicial practices, (3) cor-
rectional practices (e.g., how long youthful of-
fenders are held in custody), and (4) policymak-
ers’ decisionmaking priorities and practices. 
Each of these factors bears directly on juvenile 
incarceration trends, yet none of them can be 
predicted with a great deal of accuracy. Indeed, 
it is likely because of our limited ability to pre-
dict these factors that the best statistical models 
account for relatively little of the variation in 
juvenile incarceration trends. 

Another reason that statistical models rarely 
explain much of the variation in juvenile incar-
ceration trends lies in the fact that few jurisdic-
tions or states have sufficient data or analytic 
resources to conduct predictive analyses. Even 
when such resources are available, significant 
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methodological problems, such as multicollin-
earity among key predictors, undermine the reli-
ability of forecasts. 

Finally, even the best predictive models 
generally must be updated frequently to main-
tain their predictive utility (Butts and Adams 
2001; Penner 2001; Sabol 1999). Few states 
have the capacity to develop and improve statis-
tical models on an ongoing basis. As a result, the 
annual forecasts undertaken or contracted for by 
various jurisdictions generally become increas-
ingly less predictive over time. 

RELIANCE ON FORECASTS ABOUT KEY PREDICTORS.  
The best statistical models for projecting future 
incarceration trends must rely on projections 
about other future events. For example, many 
states examine how incarceration trends follow 
arrest rates. To anticipate future arrest rates, 
which they need to apply their statistical models 
of incarceration trends, they examine predictors 
of arrest rates, such as changes in the demo-
graphic composition of the state over the next 
five to ten years. In essence, then, juvenile in-
carceration projections entail forecasts built on 
forecasts, which are built on even more fore-
casts. In each instance, any given forecast is sub-
ject to considerable error. As a result, the ult i-
mate forecast—future juvenile incarceration 
rates or bed-space needs (as defined by, e.g., 
arrests for violent felony offenses)—itself is 
premised on a series of errors that compound 
one another. 

INABILITY TO ANTICIPATE IMPORTANT SOCIAL AND 

POLICY CHANGES.  Perhaps the most difficult-to-
anticipate factor affecting juvenile incarceration 
rates—and possibly the most important (i.e., 
predictive)—is what policymakers will do in the 
future. Policymakers decide whether to fund 
additional bed-space construction. They also 
determine what types of policies will be pur-
sued, and many of these policies may affect both 
the supply of youthful offenders and the prior i-
ties and actions of prosecutors, judges, and cor-
rections officials. 

For example, consider a newly developed 
policy—implemented several months after a 
highly sophisticated forecast was conducted—
requiring that all incarcerated youths be retained 
in custody until they achieve an age-appropriate 
education level. The result likely would be a 
dramatic increase in juvenile incarceration rates 
due to much longer periods of incarceration. 
(Most youths sent to correctional facilities oper-
ate at an educational level several years below 
what their age would indicate.) 

A recent example of this type of issue 
comes from the 77th Texas legislative session. 
House Bill 53 was submitted in early 2001 man-
dating that all youths released from the Texas 
Youth Commission (TYC) must reach an educa-
tional skill level equivalent to his/her age level. 
The Texas Criminal Justice Policy Council 
(TCJPC), the agency charged with assessing 
such policies, was able to use pre- and postedu-
cational scores for youths, broken down by TYC 
classification categories, to calculate the time 
needed for these category-specific youths to 
reach an age-appropriate educational level. (Of-
fenders with high school or general equivalency 
diplomas were removed from each classifica-
tion.) TCJPC calculated the time that would 
have to be served by youths within each classifi-
cation category to attain an age-appropriate level 
of education. They then were able to show that 
under the proposed legislation, TYC would need 
approximately 2,000 more beds over the next 
four years (TCJPC 2001). 

In this particular example, TCJPC relied on 
a nonstatistical approach to forecasting, in large 
part because no statistical approach adequately 
allows for incorporating information about un-
usual and unanticipated types of policy. A statis-
tical approach might be appropriate if many such 
policies had been enacted in the past, and if sta-
tistical models were able to account for any sub-
sequent fluctuations in juvenile incarceration 
trends. But to date there are few if any sources 
providing such information. 
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LIMITED ABILITY TO AFFECT THE FUTURE.  Not 
only are the best statistical models limited in 
their ability to predict the future, but many of the 
factors helpful to predicting future incarceration 
rates may not be susceptible to policy influence. 
For example, the occurrence of local, state, or 
political elections may help account for juvenile 
incarceration rates. However, that fact does not 
imply any obvious policy implication since elec-
tions are a staple of American democracy. There 
may be some factors, such as teen birth rates, 
which are both linked to juvenile incarceration 
rates and susceptible to policy intervention. 
Even in these instances, relatively little research 
exists to support strongly the notion that target-
ing a particular factor can significantly reduce 
incarceration rates. 

CONCLUSION 

ocal and state jurisdictions need effective 
detention and correctional bed-space plan-

ning strategies. Although many juvenile justice 
agencies believe statistical approaches to fore-
casting can provide the best guidance, these ap-
proaches suffer from many problems. Statistical 
analyses rarely explain much of the variance in 
past incarceration trends. They rely on assump-
tions or projections about predictors of future 
incarceration trends—assumptions and projec-
tions that may be in error. And they cannot ade-
quately incorporate information about changing 
social and political conditions. 

Statistical models may be most useful when 
they provide general guidance about how some 
factors are potentially linked to juvenile correc-
tional bed-space needs and capacity. Ultimately, 
however, if forecasts are to be more accurate, 
credible, and useful, statistical analyses must be 
part of a more general and ongoing adaptive 
forecasting process (Butts and Adams 2001; 
Sabol 1999). A forecasting process should in-
clude statistical modeling, but it also should in-
corporate information not readily quantified or 
susceptible to statistical analysis (e.g., prosecu-
torial practices), and it should address the fact 
that many assumptions on which statistical and 
empirical models are built require constant revi-
sion. In short, statistical models are not a solu-
tion, merely one of several tools that can help 
inform juvenile correctional bed-space policy. 

 

L 
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