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ACTUARIAL ASSESSMENT OF VIOLENCE RISK

To Weigh or Not to Weigh?

MARTIN GRANN
NIKLAS LÅNGSTRÖM
Centre for Violence Prevention, Karolinska Institute, Stockholm, Sweden

The assigning of different weights to risk factors in actuarial formulas for the assessment of violence risk in criminal offend-
ers has been debated. The authors explore the predictive validity of an index with 10 well-established risk factors for crimi-
nal recidivism with respect to violent reconvictions among 404 former forensic psychiatric examinees in Sweden. Four
different weighting conditions are tested experimentally, including Nuffield’s method, bivariate and multivariate logistic
regression, and an artificial neural network procedure. Simpler weighting techniques do not improve predictive accuracy over
that of a nonweighted reference, and the more complex procedures yield a statistical shrinkage effect. The authors hypothe-
size that the general lack of causal risk factors in prediction models may contribute to the observed low utility of weighting
techniques.

Keywords: violence; risk assessment; prediction; forensic psychiatry; artificial neural network; methodology; VRAG;
HCR-20

Growing public concern for violence perpetrated by offenders with mental disorders has
called for refined means to assess and manage risk. Furthermore, because of the strong

criticism previously raised concerning mental health professionals’ inability to correctly
assess dangerousness (Ennis & Litwack, 1974; Monahan, 1984), many legal systems cur-
rently require that assessment procedures are structured, transparent, and empirically vali-
dated to be admissible as expert evidence in court. Various actuarial checklists for risk
assessment represent one response to these demands. In this context, actuarial means the
assessment is systematized, performed according to fixed rules, and translated into
numbers. The typical actuarial instrument comprises risk factors proposed by the empirical
literature to be predictors of violence. The assessor systematically rates the presence of the
risk factors in a particular offender by assigning a number to each checklist item, usually a
0 for a nonpresent risk factor and a positive integer value for a present risk factor. A higher
number reflects a higher degree of presence of the risk factor. Finally, checklist items are
summed up to a total score, and the higher this risk score, the higher the risk is hypothe-
sized to be (Hanson, 1997; Quinsey, Rice, Harris, & Cormier, 1998). There are several unre-
solved issues in checklist-based risk assessment that warrant further theorizing and
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empirical scrutiny (see Litwack, 2001), one of which is the assignment of different weights
to risk factors depending on the strength of their statistical association with violence risk.
Below, two Canadian risk assessment devices published during the 1990s (one with and the
other without a weighting formula) will be briefly reviewed.

THE VIOLENCE RISK APPRAISAL GUIDE (VRAG)

The VRAG (Quinsey et al., 1998) is an actuarial instrument that uses a weighting pro-
cedure with individual item scores to yield a weighted total score. The 12 risk factors of the
VRAG and their weights were determined from studies of a sample of 618 mentally disor-
dered Canadian offenders (Harris, Rice, & Cormier, 2002; Harris, Rice, & Quinsey, 1993; see
also Webster, Harris, Rice, Cormier, & Quinsey, 1994). Depending on how the presence
of a risk factor affected the base rate of violent failure on the group level, the correspond-
ing VRAG item was weighted with positive or negative integer values. A weight of 0 was
assigned if participants with the risk factor had the same (+/– 5%) recidivism base rate as
the total study population (Nuffield, 1982, as cited in Quinsey et al., 1998; Webster et al.,
1994). For each full deviation of 5% in base rate associated withthe presence of the item,
it was assigned a weight of 1. For example, psychopathy assessed with Hare’s Psychopathy
Checklist–Revised (PCL-R; Hare, 1991), a robust predictor of violence was included as
Item 1 of the VRAG. Thus, using the Nuffield weighting procedure, Item 1 of the VRAG
will range from –5 for very low PCL-R scores to 12 for very high PCL-R scores. The pres-
ence of a Diagnostic and Statistical Manual of Mental Disorders (3rd ed.; American
Psychiatric Association, 1980) diagnosis of personality disorder (VRAG Item 2), on the
other hand, would be scored either 3 (personality disorder present) or –2 (personality dis-
order absent). When rating individual risk for violence, the scores on each of the 12
weighted items are summed up, and the total score determines participant placement into
one of nine risk categories (bins) assumed to reflect the probability of recidivism (Quinsey
et al., 1998).

The VRAG has subsequently been tested in subsamples of the population from which it
was derived and in independent samples of offenders (see Quinsey et al., 1998, for a
review; Harris et al., 2002). The VRAG is an example of an empirically driven approach
according to which only risk factors with well-established predictive validity should be
considered when assessing risk for violence. Because the validity of unstructured clinical
judgment is usually poor, the empiricist’s view is that risk assessment should be based
solely on actuarial techniques. Quinsey et al. (1998) concluded that the literature “does not
make one sanguine about the prospect that intuitive clinical judgment can increase the
accuracy of actuarially devised instruments, even when the independent judgments of clin-
icians are averaged to increase their reliability” (p. 65). They further stated: “What we are
advising is not the addition of actuarial methods to existing practice, but rather the complete
replacement of existing practice with actuarial methods” (p. 171). However, prediction
models must always be tested in samples outside of that used for their calibration (Bleeker
et al., 2003). Douglas Hart, Dempster, and Lyon (1999) attempted to replicate these find-
ings in an independent sample. They concluded that the VRAG behaved quite differently
than in the original VRAG studies and that observed probabilities of future violence within
the VRAG nine-bin categorization of risk were not useful for risk prediction. Furthermore,
Tengström (2001) tested the VRAG categorization of absolute probabilities for recidivism
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among Swedish forensic psychiatric examinees. The VRAG risk algorithm did not do par-
ticularly well, although Tengström’s sample closely resembled the original sample used to
develop the VRAG in terms of demographic and clinical characteristics.

HISTORICAL, CLINICAL, RISK 20 (HCR-20)

In contrast to the VRAG, the 20-item HCR-20 (Webster, Douglas, Eaves, & Hart, 1997)
is an approach with less emphasis on statistical or empirical optimization of predictive
accuracy, but more so on clinical utility. It comprises static and dynamic items, and the asses-
sor reviews past (Historical), concurrent (Clinical), and future-oriented (Risk Management)
risk factors. The 10 items of the HCR-20’s Historical subscale (the H-10, see Table 1) bear
close resemblance to those included in the VRAG, except the former (as well as the C-5
and the R-5) are not weighted but coded uniformly on a 3-point scale, with 0 = definitely
absent, 1 = partially or maybe present, and 2 = definitely present. The authors prefer to
refer to the HCR-20 as a structured professional judgment approach.1 According to this
methodology, the actuarial part provides but the basis for the assessment, and clinical judg-
ment is invited to adjust the overall risk estimates. Clinicians are encouraged to also con-
sider risk factor(s) not included in the HCR-20 that they might find suitable in the specific,
individual case. The authors concluded that “for research purposes, it is possible to treat the
HCR-20 as an actuarial scale and simply sum the numeric item codes” (Webster et al.,
1997, p. 21), although they continued: “For clinical purposes, it makes little sense to sum
the number of risk factors present in any given case, and then use fixed, arbitrary cutoffs to
classify the individual” (p. 22).

The HCR-20 has been evaluated in forensic psychiatric (Strand, Belfrage, Fransson, &
Levander, 1999; Whittemore, 1999), civil psychiatric (Douglas, Ogloff, Nicholls, & Grant,
1999), and correctional settings (Belfrage, Fransson, & Strand, 2000; Douglas & Webster,
1999; see also Douglas, 2004, for an overview).

TABLE 1: Mean Scores, Standard Deviations, and Correlations With Postdetainment Violent Recidivism
for Items in the H-10 Subscale of the HCR-20 Among 404 Mentally Disordered Violent
Offenders

Violent Recidivism
Item M SD (Pearson’s r)

H1. Previous violence 1.66 .47 .12*
H2. Young age at first 1.30 .64 .25**

violent incident
H3. Relationship instability 1.18 .80 –.03
H4. Employment problems 1.18 .67 .15**
H5. Substance use problems 1.35 .82 .13*
H6. Major mental illness 1.40 .92 .07
H7. Psychopathy 0.81 .81 .32**
H8. Early maladjustment 0.73 .76 .17**
H9. Personality disorder 1.66 .75 .10*
H10. Prior supervision failure 0.94 .97 .26**

Total H-10 Score 12.21 3.72 .32**

Note. HCR-20 = Historical, Clinical, Risk 20.
*p < .05. **p < .01.



TO WEIGH OR NOT TO WEIGH?

The factors included in the VRAG and those of the historical part of the HCR-20 (the H-
10) are similar, save that the VRAG allocates different weights to the risk factors. Grann,
Belfrage, and Tengström (2000) tested and compared the predictive abilities of the VRAG
and the H-10 in a sample of 404 mentally disordered offenders. The sample was Swedish
and as such truly independent of the Canadian populations studied in the original work on
the VRAG and the HCR-20. The data indicated that the H-10 did better in forecasting future
violence than did the VRAG, despite the weight optimization of the latter. Some authors
have argued that weighting procedures may lead to suboptimal prediction models if the data
are affected by high measurement error rates, the data are highly population specific, or the
problem domain is complex (Cohen, 1990; Dawes, 1979). In conclusion, there is a need for
studies comparing the relative efficacy of different statistical risk prediction procedures. The
purpose of the present study was to experimentally explore potential benefits with weighted,
as compared to nonweighted, algorithms for the actuarial assessment of risk for future vio-
lence among mentally disordered offenders.

METHOD

PARTICIPANTS

We investigated 404 mentally disordered violent offenders, previously reported on by
Grann et al. (2000). The sample consisted of violent offenders clinically diagnosed accord-
ing to guidelines established by the International Statistical Classification of Diseases and
Related Health Problems (World Health Organization, 1976). Participants were diagnosed
with either personality disorder or schizophrenia at a presentence forensic psychiatric eval-
uation in Sweden from 1988 to 1993. The cohort was subsequently followed for an aver-
age of 8 years through the forensic psychiatric and correctional systems and out into the
community. The average age at baseline in the personality disorder subsample was 32 years
(SD = 10.4; range = 17 to 72). Ten percent (n = 36) were women, and 32% (n = 115) were
born abroad (i.e., were first-generation immigrants). Sixty-two percent (n = 222) suffered
from concurrent substance abuse or dependence. A total of 293 (82%) of the personality
disorder subsample’s initial 358 violent offenders were available for postdetainment fol-
low-up, with follow-up times of at least 2 years. Among 202 violent offenders diagnosed
with schizophrenia, the average age at baseline was 33 years (SD = 9.1; range = 16 to 67).
All these offenders were male, and 30% (n = 61) were born abroad. The prevalence of con-
comitant substance abuse or dependence was 50% (n = 101). One hundred and eleven of
the offenders with schizophrenia (55%) were available for postdetainment follow-up for 2
years or more. Thus, the final sample consisted of 404 participants diagnosed with either
personality disorder or schizophrenia.

PROCEDURE

We used the 10 risk factors included in the Historical subscale of the HCR-20 as predic-
tor variables (Webster et al., 1997; see Table 1). They were weighted according to algorithms
described in detail below and thereafter summed up to H-10 risk scores that were tested for
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predictive validity. Any reconviction for a violent crime during follow-up (within a fixed
time frame of 2 years of time at risk from release or discharge) was chosen as criterion vari-
able. Violent crime was defined as any conviction of attempted or completed homicide,
assault, rape, or robbery. Data were reliably coded from forensic psychiatric evaluation files
and official agency registers (Grann, Långström, Tengström, & Stålenheim, 1998; Långström
et al., 1999).

Estimation of predictive validity. The accuracy of a risk assessment tool can be
expressed in different ways. Traditional indices—sensitivity, specificity, and positive and
negative predictive values (see Hart, Webster, & Menzies, 1993)—are useful but have been
criticized for instability with varying predictor base rates (Rice & Harris, 1995). A state-of-
the-art method for the estimation of predictive validity of a continuous risk measure (e.g.,
a VRAG or H-10 risk score) for a dichotomous outcome (recidivism) is receiver operating
characteristic analysis (ROC; Henderson, 1993; Mossman, 1994; Rice & Harris, 1995; see
also Hanley & McNeil, 1982, for a comprehensive mathematical account). ROC analysis is
much less dependent on base rates than other measures of predictive accuracy. By plotting
the hit rate (the rate of true positives) against the false-alarm rate (the rate of false positives)
for all observed predictor values, the ROC curve graphically depicts the tradeoff in speci-
ficity that occurs as sensitivity is increased with lower cutoff scores and vice versa. The
area under the curve (AUC) is the effect size estimate derived from the ROC analysis and
ranges from 0.0 (perfect negative prediction) to 1.0 (perfect positive prediction). There is
no strong consensus as to the proper interpretation of AUC estimates for predictive valid-
ity. It has been proposed that AUCs should be interpreted conservatively as follows: below
0.60 = low accuracy, 0.60 to 0.70 = marginal accuracy, 0.70 to 0.80 = modest accuracy, 0.80
to 0.90 = moderate accuracy, and greater than 0.90 = high accuracy (Sjöstedt & Grann,
2002). In the studies on the predictive accuracy of the VRAG and the HCR-20 cited above,
the AUC was typically between 0.70 and 0.80. The AUC was chosen as an estimate of pre-
dictive accuracy in the present study.

SUBSETS AND SEEDS

A major problem when fitting a prediction model to a particular data set is that the
models tend to be highly population specific. Applying the prediction algorithm to the pop-
ulation from which the algorithm was derived in the first place will always yield an excel-
lent model fit, given that there is any relationship whatsoever between the included predictor
variables and the predicted outcome. Therefore, cross-validating the algorithm in indepen-
dent populations is essential (Kleinbaum, Kupper, Muller, & Nizan, 1998). However, one
cross-validation is usually not sufficient, especially if the sample size is small (Cohen,
1990) or the ratio between sample size and number of predictor variables (the subject to
variable ratio, S:V ratio) is low. An S:V ratio of at least 5:1 is usually recommended
(Cicchetti, 1992; Fletcher, Rice, & Ray, 1978). Thus, deriving a prediction algorithm from
one sample and testing it in only one different sample may result in high model fit values
by pure coincidence. To counteract the effect of such stochastic variations, the population in
the present study was further divided into five subsets. These subsets were in turn com-
bined into five different seeds. The predictive validity (AUC) was estimated for each of the
five seeds and then averaged into a combined estimate.

26 CRIMINAL JUSTICE AND BEHAVIOR
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Subsets. Each of the 404 participants was allotted a random value between 0 and 1. The
participants were then divided into five subgroups denoted with letters A through E depend-
ing on the participant’s random number: 0.00 to 0.19 (Subset A, n = 79 [20%]), 0.20 to 0.39
(B, n = 93 [23%]), 0.40 to 0.59 (C, n = 73 [18%]), 0.60 to 0.79 (D, n = 83 [21%]), and 0.80
to 1.00 (E, n = 76 [19%]). Combinations of letters presented from hereon refer to subgroups
constituted by such combined subsets (see Table 2).

Seeds. The subsets were combined in a predefined manner to allow both for construction
and validation, with each unique combination referred to as a seed (far left column of Table
2). The seed designation defines which subsets were combined and used for derivation of sta-
tistical weights and which were used for cross-validation of these weights, respectively.

Weighting conditions. Five different procedures commonly used for data analysis in var-
ious prediction tasks were applied. First, a nonweighted model was included for reference
purposes, and the nonweighted H-10 represents the H-10 score coded according to the
HCR20 manual (Webster et al., 1997). The four weighting procedures representing increas-
ing complexity (with level of complexity within brackets) were as follows: one bivariate
and rough (simple; the Nuffield procedure), one bivariate but “fine grained” (intermediate;
the bivariate logistic regression), one multivariate (complex; the multivariate logistic
regression), and one multivariate nonlinear (highly complex; the artificial neural network).

The Nuffield approach was included because it had previously been employed for the
derivation of item weights in the VRAG (Quinsey et al., 1998). As described by Nuffield
(1982, as cited in Quinsey et al., 1998; Webster et al., 1994), this procedure allots one unit
weight for each full 5% deviation from the base rate of violent recidivism. For example, if
the recidivism base rate were 24% in the entire derivation sample and individuals with
PCL-R psychopathy (Item H7 of the H-10) partially present (coded 1) exhibit a base rate
of 35%, the weight for a 1 on H7 would be set to 2 (because 35% is more than 10 percent-
age units but less than 15 percentage units above 24%). The same procedure is used if the
base rate is lower among those with the risk factor present, except that the assigned weight
would be negative. Bivariate logistic regression analyses were used to derive crude regres-
sion coefficients for each risk factor. The 10 factors of the H-10 were analyzed one by one
with recidivism as the dependent variable. An absent risk factor (coded 0) was used as ref-
erence category. Weights were assigned to each individual H-10 item according to the cor-
responding regression coefficient (Beta weight). In the multivariate logistic regression
condition, all the 10 risk factors of the H-10 were entered together as covariates into one
single logistic regression model with violent recidivism as dependent variable. In each
seed, the predicted probability of violent recidivism for each individual was derived from
the logistic formula [p = 1 / (1 – ez)]. These predicted probabilities were used as predic-
tor measures on validation. An artificial neural network is a type of artificial intelligence
software designed to mimic the problem-solving process of the human brain. Neural net-
works aid decision making and solve classification problems by means of pattern recogni-
tion. In many respects, artificial neural network modeling differs from traditional statistics.
It is a technique known to perform well also with sparse information. Neural networks may
outperform other statistical approaches with data that suffer from many missing values,
large measurement error, when the causal mechanisms between predictors and outcome are
unknown, and for otherwise complex pattern recognition problems. It is beyond the scope
of this article to fully describe the fundamentals of neural network modeling, but several
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comprehensive overviews and introductory texts are available (e.g., Caulkins, Cohen, Gorr,
& Wei, 1996; Guerriere & Detsky, 1991; Kartalopoulos, 1995; Lawrence, 1993; Mulsant,
1990; Ripley, 1996).

A few previous studies have used artificial neural networks for the modeling of criminal
recidivism risk. Palocsay, Wang, and Brookshire (2000) reported on an investigation of more
than 10,000 offenders released from prisons in North Carolina in the United States from
1978 to 1980. The authors used a set of nine predictor variables to compare the perfor-
mance of three-layer back-propagation neural networks with multivariate logistic regres-
sions. The overall rate of correct classification varied between 60% and 69% for both
methods, with the neural network models slightly but consequently outperforming logistic
regression modeling. The authors concluded that although neural network performance
depends heavily on network topology, they might be superior to multivariate logistic
regression for prediction. In addition, Palocsay et al. (2000) underlined the need for a con-
tinued search for predictive variables and the development of new models. Caulkins et al.
(1996) used three-layer back-propagation neural networks to model risk for recidivism with
3,400 offenders released from prison in the United States from 1970 to 1972. The predic-
tor variables reflected previous and current criminality as well as social and intrainstitu-
tional adjustment. However, the authors did not find neural networks to perform better than
multivariate linear regression or nonweighted predictor summary scores.2 To conclude, find-
ings reporting on the effectiveness of artificial neural networks to model recidivism risk rel-
ative to logistic regression procedures are inconsistent, and future studies are clearly
warranted.

We chose a three-layer back-propagation neural network architecture, the most com-
monly used network architecture for the modeling of recidivism risk with the 10 historical
variables included in the HCR-20. Figure 1 schematically outlines this architecture. Each
“neuron” of the input layer is connected to each of the neurons in the second layer, which
are all in turn connected to the output neuron. The links between the neurons are referred
to as “axons,” and the connection strengths are the weights of the network. The 10 variables
of the H-10 were represented by 10 input neurons, respectively, all linearly scaled from –1
to 1. These neurons made up the first neural network layer. One output neuron was assigned
a logistic activation function to represent the criterion variable (a violent reconviction
within 2 years after release or discharge). This function constituted the third layer of the
neural network. For the second (or hidden) layer of neurons, 84 neurons, also with logistic
activation functions, were assigned.3 In artificial neural network modeling, the process of
obtaining an algorithm is called training. Training involves the repeated presentation of each
of the cases in the same training set to the network. Weights associated with the network’s
interneural connections are iteratively adjusted during the process to closer reflect the char-
acteristics of the training data set. The goal with training is to find a set of weights that min-
imizes the total error based on observed neural network output values and the desired values
with the training data set. Thus, the cases in the training subset are randomly4 “fired” one
by one through the net, and the error is back-propagated to update the weights of the axons
connecting the input and hidden layers, and the hidden layer and the output, respectively.
During training, the network is exposed to the entire training set of participant data a large
number of times. How many is a matter of trial and error (Kartalopoulos, 1995). The neu-
ronal or axonal weights (which are set to vary from –1 to 1) are set to an arbitrary value
(.30) when the training begins. As the training proceeds, axonal weights are updated so that
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the weighting algorithm approaches a tighter and tighter fit around data in the training set.
An insufficiently trained network will not have its weights set optimally to produce a good
fit with data. However, if training continues for too long, the network fit with training data
will be too tight, and it will generalize poorly when exposed to cases that it has not encoun-
tered before.

This major problem in network modeling is called overlearning and may be described as
if the network has completely memorized all the cases in the training set. In other words,
in the population where the network has been trained, the training set, the predictive per-
formance is likely to be excellent. However, when confronted with cases representing an
unknown population, the verification set, the artificial neural network will generally per-
form poorly. In this study, one third of the derivation subpopulation was used as a test set.
This means the network was trained with the training cases and the test set cases used for
periodical checks)5 of network performance. Training was interrupted as soon as the net-
work no longer seemed to improve in the test set. In each seed, the subpopulation resulting
from the combination of three subsets (e.g., ABC in the first seed) was used to derive the
weighted prediction algorithm across all five weighting conditions. The algorithm was then
applied to the subpopulation made up by the two remaining subsets (e.g., DE in the first
seed) to cross-validate its predictive accuracy for each weighting condition.

STATISTICS

Random assignment of individuals to subsets, calculations of H-10 raw scores, and Nuffield
weights were performed using a Microsoft Excel 97 spreadsheet. Regression coefficients
were calculated with Statistical Package for the Social Sciences (1998) Version 8.5. For
artificial neural network analysis, we used Neuroshell 2 software (Ward Systems Group,
1996). Finally, ROC analyses, AUC estimates, and corresponding 95% confidence intervals
(95% CIs) were computed with MedCalc for Windows 95 (Schoonjans, 1998).

Figure 1: Architecture of a Three-Layer Back-Propagation Artificial Neural Network
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RESULTS

The base rate of recidivism among the 404 mentally disordered offenders was 23% (n =
91). In the different subsets, recidivism base rates 19 out of 79 individuals, 24% (subset A);
18 of 96, 19% (B); 18 of 73, 25% (C); 20 of 83, 24% (D); and 16 of 76, 21% (E). The non-
weighted H-10 summary score in the total sample ranged from 4 to 19 points, with an arith-
metic mean of 11.78 (SD = 3.60, mdn = 12.00). Means and standard deviations for
individual risk factor scores are presented in Table 1. Bivariate risk factor correlations
(Pearson’s r) to violent recidivism ranged from r = –.03 (p > .05) for Relationship
Instability to r = .32 (p < .01) for Psychopathy.

Nonweighted H-10 total scores predicted recidivism with an average area under the ROC
curve of .72 (95% CI = .65 to .79). In the different subsets of offenders, the AUCs ranged
from .67 (95% CI = .59 to .74) in subpopulation CD to .78 (95% CI = .71 to .84) in sub-
population EA (see Table 2). When the H-10 items were weighted according to the Nuffield
procedure, a small shrinkage effect was observed. Similarly, the application of weights
derived from bivariate logistic regression coefficients to the H-10 items resulted in a small
shrinkage effect. The AUCs of models weighted with bivariate logistic regression were
comparable to those of the Nuffield condition. When individual beta values for each H-10
item derived from multivariate logistic regression were used as weights, a clear shrinkage
effect was observed. For the neural network models, finally, a dramatic shrinkage effect
was seen.

DISCUSSION

This study reports an attempt to explore experimentally the potential benefits of using
weighting algorithms for actuarial assessment of risk for violence. The findings suggest
that applying weights does not improve predictions but rather results in statistical shrink-
age effects. Furthermore, the more sophisticated the weighting algorithm, the greater the
shrinkage effect tended to become. Another finding was that the AUC estimate varied
markedly between the different combinations of randomly drawn subsets of the population.
For example, for the nonweighted H-10, the AUC ranged from .67 to .78 across seeds. This
may illustrate empirically the extent to which stochastic variations could affect AUCs and
hence the relative (un)importance of a .10 difference in AUCs when comparing estimates
across assessment methods and samples.

When reviewing the performance of the different weighting paradigms, aspects other
than the predictive validity should also be considered. One such aspect is the transparency
of the model, that is, whether it is possible to go back and reconstruct what went wrong
in cases where the model failed. This appears particularly important for models for which
usefulness in the context of actual clinical and legal decision making has been claimed,
such as the VRAG (Quinsey et al., 1998). With a nonweighted model, the level of trans-
parency depends on how clearly defined the included risk factors are and the stringency
with which these factors have been operationalized into actuarial items. In practice, this
part is straightforward, and even laypersons are expected to be able to follow rating guide-
lines and understand in principle how individual risk factors have been assessed and coded.
Likewise, with a weighting procedure in which crude (bivariate) statistical relationships are



used to derive the weights, such as the Nuffield or unadjusted odds ratio approaches used
in this study, it is relatively easy to pursue backward the trail from risk score to actual
observations in any given case. With a traditional multivariate statistical method, such as
the logistic regression, it is still possible to reconstruct how a predicted probability estimate
was calculated, although the mathematics behind these algorithms is complex. Indeed, to
get a clear picture of colinearity in the data set, one needs to explore the relationship
between predictors by entering them pairwise into regression models and to introduce inter-
action terms into the models as well (Kleinbaum, 1994).

With neural network models, however, it is very difficult to reconstruct the relationship
between raw data and model output. The operative structure of the trained neural network is
the combination of weight values, that is, the axonal connection strengths. With a back-
propagation architecture, it is possible to inspect the so-called contribution factors for each
of the input variables and thereby get a picture of the relative importance of each factor.
However, contribution factors can only be used to compare input variables within the same
neural network and do not generalize even across the seeds of a study (Tam & Kiang,
1992).

TO WEIGH OR NOT TO WEIGH?

Several arguments exist against the use of weights in statistical algorithms for the assess-
ment of risk for violence. As noted above, evidence in support of complex procedures such
as artificial neural networks has been inconsistent. Cohen and Cohen (1983), while experi-
menting with a data set on college faculty members’ salaries and four independent variables
(gender, years since PhD, number of publications, and number of citations, respectively),
illustrated how little, if any, informational value beta weights from regression have over
simple, unit weights. Only with very large ns for calibration and cross-validation did the
goodness of fit improve, and then only trivially. In the present study, prediction model good-
ness of fit as expressed with area under ROC curve did not improve with logistic regression;
instead, a shrinkage effect was seen.

Obviously, the results of this study were strongly determined by the predictor variables
used, as risk factors are the raw material from which the prediction algorithm is built.6 Even
if the weighting techniques applied in this study showed poor results, this need not neces-
sarily be the case should predictor variables be improved, exchanged, or complemented with
other variables. Future research is essentially bound to find new factors or refine those
already identified. With new predictor variables of improved heuristic value, the assigning
of weights reflecting the actual strength of the causal relationship between predictor and
outcome may become useful. In agreement with Caulkins et al. (1996), we believe that
theory building to delineate behavioral mechanisms and contextual influences involved in
criminal recidivism should be prioritized over development of complex statistical predic-
tion models. Meanwhile, at least judging from the results of the present study, nonweighted
approaches seem to outperform weighted ones for the actuarial assessment of risk for future
violence in mentally disordered offenders.

RATIONALE FOR RISK FACTOR IDENTIFICATION

From our reading, three general approaches for the identification of risk factors can be
traced in the literature: empirical, theoretical, and clinical. From an extreme empiricist
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viewpoint, the only interesting aspect of a predictor or risk factor is the technical reliabil-
ity and validity. In other words, with what precision can the predictor be measured reliably,
and what is the strength of the statistical relationship between the risk factor and recidivism
in follow-up studies? In medicine, this overemphasis on “predictionism” (Grann, 1998,
p. 52) has been called “black-box epidemiology” (Susser & Susser, 1996). In the context
of risk assessment for forensic mental health purposes, Hart (2002, p. 126) referred to the
same phenomenon as the “passive prediction paradigm.” He argued against the dead-end
position reached when reducing the true task clinicians face with mentally disordered offend-
ers, that is preventing violence and not simply predicting it, into a statistical exercise. Hart
advised that only the integration of assessment of risk with the management of risk could
truly bridge the gap between research and practice in the field (see also Dernevik, Johansson,
& Grann, 2002; Grann et al., in press; Gunn, 1996; Hart, 1998; Heilbrun, 1997; Rogers, 2000;
Webster et al., 1997).

Second, from the downright clinical perspective, the sole interest in a predictor variable
is whether its status could be changed (treated) and, if so, to what extent the required inter-
vention is ethically sound, practically possible to administer, and reasonably inexpensive.
In some instances, empirical data may be of little relevance from a clinical point of view.
For example, structural factors such as poverty or segregation have well-established theo-
retical value and are consistently associated with criminal behavior (e.g., Loeber &
Farrington, 1998). There should be little doubt that true primary prevention through social
policy making and social medicine would have great importance for combating violence as
a public health problem. However, for the clinician expected to provide expert testimony
on future risk in an actual, individual case, information about structural factors is of limited
value. The clinician is bound to rely on factors that apply to the individual and the individual’s
environment here and now (see also Silver, 2000). Therefore, clinicians generally take the
greatest interest in dynamic factors such as those identified by the Structured Outcome
Assessment and Community Risk Monitoring checklist (Grann et al., in press; Sturidsson,
Haggård-Grann, Lotterberg, Dernevik, & Grann, 2004) or the clinical and risk management
factors (C and R subscales) of the HCR-20 (Webster et al., 1997).

Third, the theorist would judge the value of a predictor only by how well the causal rela-
tionship of that risk factor to future violence has been delineated and to what extent theory
can account for its effects. The heuristic value of a risk factor is thus of higher priority than
any statistical index of predictive validity. From a theoretical perspective, it is meaningless
to consider a risk factor only because of a statistical relationship. Obviously, with a large
enough sample size, any factor can be shown to be a significant predictor of any outcome
(e.g., Cohen, 1994; Kraemer et al., 1997). An extreme theorist would insist on risk factor
concepts even if empirical data were inconsistent with the hypothesis postulated by theory.

With regard to the weighting of risk factors in actuarial formulas for the assessment of
recidivism risk, we argue that statistical weighting is an expression of empiricism. We believe
weighting risk factors is a premature exercise as too little is still known about the proximal
causes and true mechanisms behind violence. In addition, we agree with Kraemer et al.
(1997) that the generic use of the term risk factors is confusing and that the roles of specific
factors as “fixed markers,” “variable markers,” or “causal risk factors,” respectively, needs
further elucidation. With this terminology, H-10 factors such as “early adjustment problems”
and “young age at first violent incident” may be defined as fixed markers for risk of vio-
lence, as fixed markers do not change within a participant. “Relationship instability” and
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“employment problems” are variable markers—factors that can be demonstrated to change
spontaneously within a participant or to be changed by intervention. A true, causal risk fac-
tor is one that “can be shown to be manipulable and, when manipulated, can be shown to
change the risk of the outcome” (Kraemer et al., 1997, p. 340). This is indeed a very strict def-
inition, and hardly any one of the items included in the HCR-20 or the VRAG have yet
received the empirical support to qualify as such true, causal factors.

To conclude, we recommend against using weighted actuarial models in clinical practice.
Risk assessment research in the forensic mental health field should continue to take input from
theoretical and clinical perspectives and not be restricted to empirical data. Although it is a
complex and demanding task, we believe the development of tools that succeed to optimally
balance empirically demonstrated predictive validity with theoretical heuristic value, well-
elucidated causal mechanisms, and clinical utility may improve risk assessment practice.

NOTES

1. In the latest version of the HCR-20, the authors have even changed the coding legends from 0, 1, and 2 to no, partially,
and yes, respectively, to further “deactuarialize” their checklist.

2. Brodzinski, Crable, and Scherer (1994, as cited in Palocsay et al., 2000) reportedly obtained very promising results
with neural network modeling of criminal recidivism in a sample of almost 800 juvenile probation participants. In addition,
Grann (1998) reported on the application of a three-layer back propagation neural network for the prediction of recidivism in
a population partly overlapping the one used in the present study. However, no comparisons with logistic regression were
done in either of these two studies.

3. A common rule of thumb in assigning the number of neurons in the hidden layer is to take half the sum of input and
output neurons plus the square root of the number of cases (participants) used for training (Ward Systems Group, 1996).
Previous pilot studies on parts of the same data used in this study (Grann, 1998) suggested that using a greater number of
neurons in the hidden layer increased network performance somewhat. The number set (84 neurons) was approximately 4.5
times that suggested by the thumb rule.

4. During training of neural networks in this study, “random pattern selection” was employed. That is, the cases in the
training set were fired through the net at random instead of being fired in a given sequence.

5. In this case, every 100th event.
6. “If noise goes in, noise comes out” is a commonly referred devise in applied prediction modeling.
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